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S Y N T A C T I C  P R E S E R V A T I O N  IN A L Z H E I M E R ' S  D I S E A S E  

DANIEL KEMPLER SUSAN CURTISS CATHERINE JACKSON 
University of California at Los Angeles 

Language ability of 20 patients with probable Alzheimer's disease (AD) was evaluated. Analysis of spontaneous speech 
revealed a normal range and frequency of syntactic constructions but poor lexical use. A writing task showed a similar divergence, 
with the ability to use syntactic cues significantly more intact than the ability to use semantic cues. The results are taken to 
indicate that syntactic ability is selectively preserved in AD. These findings are consistent with a modular theory of grammar and 
of mental functions more generally. A tentative explanation of these phenomena is proposed in which the overlearned and 
automatic nature of syntactic ability helps account for its resilience to cognitive dissolution and cortical degeneration. 

Recent research on adult language breakdown has 
addressed the issue of the potential independence of 
syntactic processes from semantic functions primarily by 
investigating the extent to which syntax appears to be 
impaired selectively in classical syndromes of focal apha- 
sia. Broca's aphasia has been described as "agram- 
matism," a syndrome whieh impairs an individual's abil- 
ity to use nonlexical grammatical markers and perhaps 
other syntactic devices to comprehend and produce lan- 
guage structures in controlled tasks (e.g., Grodzinsky, 
1984b; Kean, 1985; Kolk, 1978; Zurif & Caramazza, 1976). 
The same impairment usually leaves intact the patient's 
ability to use lexical semantic information in the same 
tasks (Caplan, 1981, 1983). These data have been inter- 
preted as lending empirical support to the argument for 
the existence of a highly specialized syntactic module or 
processor (e.g., Caramazza & Berndt, 1982). 

If  this interpretation is correct, then it should be pos- 
sible for language breakdown to affect the linguistic 
system in an opposite fashion, that is, by leaving syntactic 
ability intact while impairing lexieal functions. Several 
studies of language impairment in populations with 
nonfoeal disease, particularly Alzheimer's disease, report 
this language profile. Whitaker (1976) studied a patient 
with presenile dementia who was restricted to eeholalie 
output. The patient spontaneously corrected phonologi, 
cal, morphological, and syntactic anomalies in sentences 
presented to her but did not correct semantic anomalies. 
Schwartz, Marin, and Saffran (1979) studied a single 
Alzheimer patient who, despite severely impaired lexieal 
knowledge, demonstrated intact grammatical comprehen- 
sion of four semantically reversible syntactic forms in 
addition to well-formed grammatical production on a task 
requiring the manipulation of several syntactic structures. 
Irigaray (1973), perhaps t h e  first to study a group of 
dementing patients with attention directed to their lan- 
guage abilities, demonstrated that those patients with 
language impairments were indeed more impaired in 
semantic and pragmatic realms than in phonological or 
morphosyntactie areas. Appel, Kertesz, and Fisman 
(1982) administered the Western Aphasia Battery 
(Kertesz, 1980) to categorize 25 Alzheimer patients into 
classical aphasic syndromes. Results indicated that 

transcortieal sensory and Wernicke's type aphasias were 
frequent, while Broea's and transeortical motor aphasia 
were absent. Further investigation of snbtest scores reit- 
erated previous findings: the patients were impaire d in 
lexical semantic and cognitive operations, but showed 
preserved phonological and syntactic abilities. Bayles 
(1979; 1982), in an attempt to identify the most useful 
language tests for the differential diagnosis of Alzheim- 
er's disease, compared performance on linguistic tests 
(naming, sentence judgments, sentence correction, lexi- 
cal and sentence disambiguation, story retelling and 
verbal description) with performance on psychological 
tasks generally used in diagnosis of the disease (e.g., 
WAIS block design, mental status questions). She reports 
that sentence correction (or more precisely, failure to 
detect and correct semantic errors) was the most sensitive 
of all the tests used. 

The studies summarized above all converge on a simi- 
lar conclusion: Syntactic ability is preserved in the con- 
text of impaired semantic ability in the dementing indi- 
viduals studied. However, the extent to which preserved 
syntactic ability has been demonstrated in these studies 
is not clear. Several methodological problems must be 
addressed before definitive conclusions can be reached. 

Some of the more convincing data have come from an 
experiment in which a patient spontaneously corrected 
morphological and syntactic but not semantic anomalies 
in a sentence repetition format (Whitaker, 1976). While 
these results lend support to the notion of an ~ndependent 
syntaetie "filter" which can operate in the absence of 
semantic processing, the data may be open to other 
interpretations. The syntactic and semantic stimuli are 
not parallel, and it is unlikely that semantic and syntactic 
filters operate in a similar fashion. First, a semantic 
interpretation filter may operate largely on sentence- 
external contexts, while a grammatical f i l termust operate 
on single sentences since grammatjea! errors are largely 
determined by sentence-internal constraints. Perhaps a 
sentence repetition task triggers a grammatical filter but 
does not trigger an intact semantic filter. Second, the 
grammatical errors included on these tasks are usually 
"small" (e.g., person/number disagreement), in Ehglish 
often involving single phonemes, while semantic errors 
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typically involve larger units (words). It is possible that in 
a repetition task an error minor enough to be considered 
a misperception would be corrected, but the rest would 
be repeated verbatim. In this way, the difference be- 
tween the phonological size of syntactic and semantic 
errors in the stimuli may help explain the correction of 
0nly syntactic errors. The data afforded by the sentence 
repetition tasks may then be evidence for a grammatical 
filter but not necessarily for its dissociation from a seman- 
tic filter: 

Additionally, many of the data are not based on linguis- 
tic evaluation as much as on standardized measures 
whieh do not assess syntactic ability at all. Appel et al. 
(1982) report frequency of aphasia type and aphasic 
symptoms in Alzheimer's disease, concluding that the 
presence of transeortical sensory aphasia and Wernicke's 
aphasia supports the hypothesis that this population dem- 
onstrates selectively preserved syntactic function. The 
structure of the Western Aphasia Battery (WAB), how- 
ever, is such that these categories or diagnostic groups ai'e 
based largely on assessment of "fluency" and "compre- 
hension." Fluency is evaluated on rather subjectiv e 
grounds during a conversation and picture description, 
and the comprehension measures do not systematically 
assess comprehension of syntactic structure abstracted 
away from lexical and real-world knowledge. In sum, few 
of the studies have taken care to use semantic and 
syntactic tasks of comparable difficulty, nor have they 
provided analyses of syntax and lexical semantic ability 
on the same task. 

The research presented here was designed to overcome 
these methodological shortcomings and investigate the 
claims of the preservation of syntactic ability and the 
dissociation between syntactic and lexieal semantic abil- 
ity in patients with probable Alzheimer's disease. We 
examined syntactic and lexical semantic ability within 
two language production contexts in a carefully diag- 
nosed group of patients. Our predictions were that if the 
syntactic preservation phenomenon is real, when task 
features such as attention, stimulus complexity, response 
complexity, and stimulus length are controlled for, we 
should observe relatively preserved syntactic ability in 
contrast to impaired lexical semantic performance within 
and across tasks. 

S U B J E C T S  

The subjects were individuals diagnosed as having prob- 
able Alzheimer's disease fAD) by physicians at the UCLA 
Geriatric Outpatient Clinic or the Neurobehavioral Unit of 
the West Los Angeles Veterans Administration Hospital. 
Following current praetiee and diagnostic criteria (Cum- 
mings & Benson, !983; McKhann et al., 1984), both exclu- 
sionary and inclusionary criteria were used. Each patient 
had a thorough physical examination, neurological exami- 
nation, neuropsychological evaluation, laboratory evalua- 
tion (including complete urinalysis, CBC, thyroid function 
tests, serologic tests for syphilis, calcium, folate, SMAC 
panel, and vitamin B12 levels), EEG, EKG, chest X-ray, and 

CT of the head. Prior to diagnosis, non-Alzheimer patholo- 
gies (e.g., cerebral infarct, prior head trauma, infections 
proeesses, drug or alcohol abuse, history of psychiatric 
problems) were ruled out. For all patients, the diagnostic 
evaluation documented a range of cognitive dysfunctions 
and an absence of focal motor, sensory, cerebellar, and 
cranial nerve defects. The diagnoses were made with the 
use of complete neuropsychological and neurological eval- 
uation. 

All subjects were monolingual, native English speakers, 
who were schooled in Standard Ameriean English and used 
Standard American English in their homes and work. None 
of the subjects had any known speech or language pathol- 
ogy prior to the diagnosis of AD. Age ranged from 62 to 87 
years (M = 75; SD = 5.8). Education ranged from 8th grade 
to college. Performance on the Mini Mental Status Exam 
(F01stein, Folstein, & McHugh, 1975) ranged from 2 to 26 
(of a possible 30). Testing generally took place in one 
session during the initial phase of the diagnostic evaluation. 
Twenty education- and gender-matched normally aging 
persons were included as controls (12 women, 8 men); their 
ages ranged from 64 to 84 years (M = 73; SD = 5.3). The 
data for the first investigation were drawn from a subgroup 
of 10 AD subjects and 10 age- and gender-matched conlxols 
for whom good tape recordings of spontaneous conversation 
were available. Each subgroup consisted of 6 men and 4 
women. The age range for the AD subgroup was 62 to 84 (M 
= 74; SD = 8.2). The age range for the normal control 
subgroup was 62 to 84 (M = 75; SD = 6.1). The Mental 
Status scores in the AD group ranged from 2 to 26. All 20 AD 
and 20 control subjects partieipated in the second investi- 
gation. 

To evaluate syntactic and semantic eompetence within 
the same tasks, we analyzed data from both a spontaneous 
speech sample and a controlled writing task. 

I N V E S T I G A T I O N  l :  
S P O N T A N E O U S  S P E E C H  

Procedure 

Because no extraneous test demands were placed on the 
subjects during spontaneous speech, conversation about 
familiar topics may display the subjects' optimal perform- 
ance level. Therefore, to evaluate syntactic and lexieal 
semantic performance in a relatively unconstrained circum- 
stance, we analyzed 50 utterances of spontaneous conver- 
sation in 10 AD patients and 10 controls. Spontaneous 
language samples were drawn from interviews that were 
tape recorded and transcribed for analysis. Topics of con- 
versation included family, profession, personal history, and 
questions from a neuropsychological interview. A minimum 
of 50 utterances was obtained from each patient. Fifty 
contiguous utterances were analyzed, excluding repetitions 
of self or examiner (as in question s of confirmation), sen- 
tences containing more than one unintelligible word, and 
folmulaic utterances ("I don't know," "Oh, Lord"). The 
analyses involved a tally of all observed errors in 



KEMPLER ET AL.: Syntactic Preservation 

TABLE 1. Nine syntactic constructions counted in spontaneous speech. 

Structure Example 

1. Simple sentence 
2. Conjoined sentences 

3. Questions 

4. Relative clauses 

5. Adverbial clauses 

6. Infinitival clauses 

7. Pas sives/Topicaiization 

8. Complex comparatives 
9. Other complements 

"I was just talking." 
"They're interesting and they're nice." 
"I could drive even, but Celia won't . . . .  "' 
"Did I have anything written there before?" 
"What do you want to know from me?" 
"These people that have money and time, they think 

that's fun." 
"They had a house that they sold." 

• . . instead of getting married before I was old enough." 
"I do it myself if I want to." 
"We wanted to take a little trip." 
"Did I give you the stuff to read?" 
"'This is handled by the whatchacallit." 
"It was in New York that they landed." 
"! used to be a little smarter than I am (now)." 
"You've got a scheme for finding out what you want." 
"You tell me what you want them for." 
"And I said, 'Just leave me alone.' " 
"I think I 'm spelling that right." 
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morphosyntax,  including elTors of consti tuent  structure, 
noun and verb morphology,  nonlexical grammatical mark- 
ers, const i tuent  movement ,  and errors in lexieal use, includ- 
ing instances of  lexical mischoice,  empty  forms such as 
" thing" and "do" without  clear referents, and erroneous and 
unrecoverable  anaphora. 

In  add i t ion  to errors in the two domains ,  we  examined  
the range and f requency  of syntact ic  construct ions used.  
I f  syntax in product ion  is p rese rved ,  we should  see a 
normal  range of  s imple  and complex  construct ions,  used  
with normal  f requency.  This is crucial  because  it is 
poss ib le  that  AD pat ients  ach ieve  re la t ive ly  error-free 
speech  and obse rved  f luency by  re ly ing  on greatly re- 
d u c e d  syntact ic  complex i ty  or f requent  product ion  of a 
very  few construct ions .  To gauge the range and f requency  
of  correct ly  used  syntact ic  structures,  we examined  the 
samples  for the  occur rence  of  construct ions repre-  
senta t ive  of  the  sen tence  structures of Engl i sh  syntax. 
These  i n c l u d e d  s imple  sentences  (i.e., s ingle c lause sen- 
tences),  con jo ined  s imple  sentences ,  and 7 complex  struc- 
tures (e.g., sen tences  involv ing  e m b e d d i n g  or cons t i tuent  
movement) .  A list  of  these  const ruct ion types,  with exam- 
ples  from the t ranscr ipts  is p r e sen t ed  in T a b l e  1. 

Spontaneous  speech  samples  were  t ranscr ibed  by  one 
t ra ined  l inguis t  and  checked  by  another.  All  spontaneous  
speech  t ranscr ipts  were  coded  i n d e p e n d e n t l y  by  two of  
the  authors (one b l i n d  to subject  group identification),  
and  any d i sag reemen t s  were  d i scussed  and resolved.  
In t e rcode r  re l i ab i l i ty  was c o m p u t e d  separa te ly  for each 
aspec t  of  the  coding.  For  semant ic  errors in spontaneous  
speech,  a g r e e m e n t  ave raged  87%; for syntact ic  errors in 
spontaneous  speech,  ag reemen t  was 95%. 

Results 

Two analyses  of  the  spontaneous  speech  data are re- 
por ted  here:  (a) error  seores compar ing  syntact ic  versus 
lexieal  semant ic  errors and (b) range and f requency  of 
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FIGURE 1. Number of semantic and syntactic errors in spontane- 
ous conversations of 10 Alzheimer patients along with mental 
status scores. 

construct ions used,  compared  with  normal  age- and gen- 
de r -matched  controls.  

F igure  1 is a graphic  r ep resen ta t ion  of the raw n u m b e r  
of  each type  of error  r epor t ed  for each of the  10 AD 
subjects.  The  AD pat ients  made  s ignif icant ly more  lexical  
semant ic  than syntact ic  errors [t(7) = 8.631, p < .005]. I t  
is notable  that  whi le  the  n u m b e r  of  syntact ic  errors for the 
AD subjects  ranged  only from 0 to 3, wi th  4 of  the subjects  
making  no syntact ic  errors, there  is cons ide rab ly  more 
var iabi l i ty  in the  n u m b e r  of  semant ic  errors:  all AD 
subjects  made  at least  3 semant ic  errors, bu t  3 subjects  
made  more than 9,6 semant ic  errors. 1 This contrasts  with 

1Because 3 patients eontrbuted a majority of the syntactic 
errors to the analysis, a separate t test compared the syntactic and 
semantic error rates for the other 7 subjects. The results confirm 
a significant difference between number of syntactic versus 
semantic errors for the group as a whole (t = 4.583, p < •004). 
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TABLE 2. Mean frequency of specific sentence structures ob- 
served in 50 utterances from each of 10 Alzheimer patients and 
10 controls. 

Alzheimer patients Controls 
ConstruCtion Mean Construction Mean 

Simple sentences 23.3 Simple sentences 29.5 
Other complements 8,3 Adverbial clauses 6.6 
Adverbial clauses 7.3 Other complements 6.4 
Conjunctions 6.0 Conjunctions 6.0 
Relative clauses 2.9 Relative clauses 3.6 
Infinitivals 2.5 Infinitivals 2.8 
Questions 2.5 Questions 1.8 
Complex comparatives 1.0 Passives/Topiealization 1.8 
Passives/Topiealization 0.8 Complex comparatives 0.2 

the normal controls, 6 of whom made no errors of any 
kind, and who, in total, made only 6 errors (4 syntactic 
and 2 lexieal semantic). The number of semantic errors 
made by the AD subjects appears to be correlated with 
overall severity of the disease as measured by the Mini 
Mental State [r = .7057; p < .025], while syntactic errors 
appear to be independent of overall severity, possibly 
due to the limited variance in the syntax error scores [r = 
.1287; p > .05]. 

Table 2 displays the frequency of sentence types ob- 
served in AD and control speech samples, rank ordered 
from most frequent to least frequent. The rank order of 
the constructions (ranked by mean frequency) was ahnost 
identical between the two groups (p = .9833., p < .0000). 
Thus, it appears that the two groups did not differ in the 
relative frequency of use of particular syntactic construe- 
tions. 

To investigate the structural complexity of syntax in 
AD, we computed a complexity score for each of the 10 
AD subjects and controls. This score is the percentage of 
utterances that contained some complex structure (any 
structure listed in Table 1 other than simple and con- 
joined sentences). Complexity percentages for the AD 
subjects and eontxols are given in Figure 2. No significant 
differences between the two groups were found [t = 
-.664; p > .05]. 

I N V E S T I G A T I O N  2 :  W R I T I N G  
D I C T A T I O N  

Procedure  

T O  

In a task adapted from Schwartz et al. (1979), all 
subjects were asked to write to dictation two-word 
phrases and word pairs. Each test item contained one 
member of a homophone pair together with either a 
syntactic or a semantic cue to disambiguate the spelling. 
Five pairs of homophones matched in frequency (Kucera 
& Francis, 1967) were presented, each one twice, once 
with a syntactic cue and once with a semantic cue (see 
Table 3). For example, the homophone pair see and sea 
was presented (a) with semantic cues ("look-see," "lake- 
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FIGURE 2. The percentage of complex utterances in Alzbeimer 
patients' and normal controls' spontaneous speech. Alzheimer 
mean = 51%; range: 30%-78%. Normal control mean = 47%; 
range: 22%-76%. 

sea") and (b) with syntactic cues ("I see," "the sea"). The 
subjects were told they would hear either a "short 
phrase" or "two related words" and that they should 
write down what they heard. All subjects were given 10 
semantic-cue items followed by 10 syntactic-cue items. 
Items included in the analysis were those in which (a) the 
cue was accurately written, and (b) the patient attempted 
to write a homophone. In addition, if the two homo- 
phones in question were systematically distinguished 
(although perhaps misspelled as in wrong-right; read- 
wright), neither was counted as an error. All errors 
included in the analysts were the substitution of one 
homophone for another; most often it was the other 
homophone target, but occasionally the patients wrote 
unrelated homophones which were not intentionally elic- 
ited anywhere in the test (e.g., wrong-rite; look-C). The 
number of errors made with each type of cue was tabu- 
lated. In a more controlled context than spontaneous 
speech, this task allowed us to compare the subjects' 
ability to use syntactic and semantic knowledge ~br iden- 
tical purposes: to disambignate the spelling of a word. 

TABLE 3. Homophones with syntactic and semantic cues. 

Semantic cues Syntactic cues 

mouth-nose my nose 
thinks-knows she knows 
lake-sea the sea 
look-see I see 
read-write I write 
wrong-right be right 
day-hour an hour 
mine-our our dog 
spells-prints she prints 
king-prince a prince 
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FIGURE 3. Numbers of errors made in the writing to dictation 
task with semantic cues versus syntactic cues for 20 Alzheimer 
patients. 

Results 

The 20 controls made three semantic errors and three 
syntactic errors as a group, with no individual making 
more than a single error. This indicates that the two cue 
conditions are roughly equivalent in overall degree of 
difficulty for a normal population. The number of errors 
made by the "20 AD subjects with both syntactic and 
semantic cue types was tabulated and is shown in Figure 
3. A comparison of errors with each type of cue revealed 
a significant difference in the patients' ability to use the 
two types of cues in writing, with the ability to make use 
of syntactic cues significantly more preserved [t(19) = 
4.173, p < .001]. These results demonstrate that in a task 
that directly compares the subjects' use of syntactic and 
semantic information for an identical purpose, the pa- 
tients are significantly better able to use the syntactic 
information. The role of perseveration in these data is of 
some concern. Because the patients wrote each target 
twice and heard four stimuli that sounded identical, it is 
possible that some errors resulted from perseveration 
rather than from the inability to use a syntactic or seman- 
tic cue. To estimate the possible role ofperseveration, the 
number of possible perseverative errors (i.e., errors 
which were the second, third, or fourth consecutive 
occurrence of any one spelling) was calculated. Thirty- 
one errors (44%) fell into this category (35% of the 
semantic errors and 71% of the syntactic errors). The 
remaining 56% of the errors were all  the first oecurrenee 
of an accurately spelled but nontarget homophone. Be- 
cause the semantic-cue items were given first, and many 
errors (31% of total errors, 41% of the semantic-cue errors) 
fell on the first five items, there is strong evidence that 
perseveration is not the major cause of errors. Even after 
subtracting possible perseverative errors, there remain 35 
semantic-cue errors and 5 syntactic-cue errors, with still a 
significant difference [t(19) = 5.090, p < .001]. This 
suggests that no matter what nonspecific processing lim- 
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itations affect these patients, they have significant diffi- 
culty making use of semantic cues in a spelling task. 2 

D I S C U S S I O N  

Our results demonstrate that across two different lan- 
guage production contexts, syntactic ability is signifi- 
cantly better preserved than lexical semantic ability in 
AD. Syntactic errors in spontaneous speech and writing 
were significantly fewer than lexical semantic errors in 
the same tasks. The high semantic error rate is likely due 
to an inability to use semantic knowledge rather than 
performance difficulties in the semantic (but not the 
syntactic) portion of the tasks. In addition, the hypothesis 
of preserved syntax is confirmed by a more detailed 
analysis of the spontaneous speech of a subgroup of these 
patients, which indicated that their speech output con- 
tains a similar range and frequency of syntactic construc- 
tions and an overall similar level of structural complexity 
to matched normal controls. These findings are relevant 
to models of language ability and neurolinguistie theories 
that attempt to specify the association between language 
and the brain. Each is discussed below. 

Implications for Linguistic Theory 

Models of language, like theories of mind more gener- 
ally, can be divided into two rough categories: those that 
focus on the interaction and interdependence of various 
knowledge systems and those that highlight their modu- 
larity. The first approach is best exemplified by function- 
alist models that attribute syntactic structure to a combi- 
nation of semantic and communicative principles (Bates 
& MacWhinney, 1982; Dik, 1978; Givdn, 1979; Lakoff & 
Thompson, 1975), while the latter approach presumes 
that language knowledge is best characterized as a system 
of distinct, interacting but autonomous modules (e.g., 
Chomsky, 1981; Fodor, 1983). The relative status of 
syntax vis-a-vis other language modules (notably lexieal 
semantics and pragmatics) has recently become a central 
point in discussions of the relative autonomy of mental 
systems in both the field of linguistics and cognitive 
science (e.g., Fodor, 1985). 

Each of these approaches (explicitly or implicitly) 
makes different predictions about patterns of language 
dissolution. Therefore, the study of acquired adult lan- 
guage breakdown provides relevant evidence in this 
debate. Theories that stress the unity and interaction of 
different aspects of language predict that in cases of 
language breakdown we should see generalized linguis- 

2Another issue of some concern in interpreting these data is 
the order of presentation. It is possible that, because semantic- 
cue items were always presented before syntactic-cue items, 
practice effect reduced the number of errors on the syntactic-cue 
items. However, considering the inability of the patients to learn 
and remember information over a short period of time, a practice 
effect is relatively unlikely to explain these data. 
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tic, communicative, and, possibly, intellectual impair- 
ment, but not syndromes reflecting impairments in dis- 
tinct parts of the system. Arguments for such a position 
are found in the writings Of, for example, Bay (1962), 
Darley (1982), Duffy and Duffy (1981), Goldstein (1948), 
and Schuell, Jenkins, and Jimenez-Pabon (1964), who 
maintain that adult aphasics suffer from a general sym- 
bolic deficit, and differ from each other primarily in 
severity of aphasia, not type. 

By contrast, a modular theory predicts that selective 
impairments of any aspect of mental function, including 
distinct modules of language, should be possible. This 
model is supported by the work of Benson (1979), 
Geschwind (1965), Goodglass and Kaplan (1972), and 
others, who have documented many distinct aphasic 
syndromes, eaeh one presumed to be due to a disruption 
of the neural substrate underlying one or more aspects of 
the linguistic system, and the work of Caplan (1981, 
1983), Grodzinsky (1984a, 1984b), and Kean (1977), who 
have characterized specific aspects of aphasic breakdown 
as a deficit within a single module of the grammar. 

If  syntaetic ability constitutes an independent module, 
it should be doubly dissociable from semantie knowledge 
in deficit conditions. Therefore, we would logically ex- 
pect to see syndromes that selectively preserve syntax as 
well as those that selectively impair it. As mentioned 
earlier, a syndrome of seleetively impaired syntactic 
ability ("agrammatism") has been described in detail 
over the past decade. However, the other side of the 
double dissociation has not been convineingly docu- 
mented. Attempts to document preservation of syntax in 
focal aphasias have met with conflicting results. For 
instance, although some Wernicke's aphasies appear to 
produce a normal range of sentence structures (e.g., 
Goodglass & Kaplan, 1972) and retain the ability to use 
syntactic information in some structured tasks (Von 
Stockert & Bader, 1976), they appear to use a more 
restricted range of syntactic constructions in writing 
(Gleason et al., 1980), they do not appear to be normally 
influenced by major clause boundaries for the purposes of 
programing sentence intonation patterns (Danly & Coo- 
per, 1983), and they appear to have a syntactic deficit on 
comprehension of semantically reversible sentences 
(Martin & Friederieh, 1983). In this context, then, it 
becomes important to substantiate recent claims that 
individuals with AD, at least in the moderate and late 
stages, show relatively preserved syntactic abilities in the 
context of impaired lexical semantic abilities. The results 
presented here both support and extend past research on 
the pattern of language disolution in AD, demonstrating 
that the selective preservation of syntax is possible and 
occurs with some regularity in particular deficit condi- 
tions. 

Implications for Neurolinguistic Theorg 

From the standpoint of linguistic theory, the dissocia- 
tion between syntax and semantics makes sense, since 
they are generally considered distinct components or 

"modules" of the grammar. However,  neurolinguistic 
theory must go beyond confirming that theoretically in- 
dependent  modules can be dissociated in a deficit condi- 
tion. A full account of the linguistic profile associated 
with AD will include an explanation compatible with 
both the broader neuropsychological profile and, eventu- 
ally, the underlying neuropathology of AD. 

A partial explanation of the preservation of syntax 
might be found in the notion of automatieity and the 
neurology that might underly automatic behaviors. Auto- 
matic processes "operate independently of the subject's 
control . . .  do not require attention . . .  and they do not 
use up short-term capacity" (Schneider & Shiffrin, 1977, 
p. 51). In contrast, controlled processes "require attention 
. . .  [and] use up short-term capacity" (p. 52). While 
automatic processes appear to develop where the range of 
alternatives is limited (i.e., consistent or frequent map- 
ping between stimuli and responses), controlled pro- 
cesses are ealled upon when the range of alternatives is 
broad and unpredictable (i.e., varied mapping between 
stimuli and responses). 

Syntax, phonology 3, and morphology, once acquired, 
can be characterized as automatic and mandatory: "You 
can't help hearing an utterance of a sentence (in a lan- 
guage you know) as an utterance of a sentence," (Fodor, 
1983, p. 52-53). Lexical selection, on the other hand, can 
be characterized as a control process. Several features are 
important in distinguishing syntactic and lexieal abilities. 
First, the range of alternatives in syntactic structure is 
relatively eonstrained (consistent mapping), partieularly 
when eompared with lexical choice, which involves se- 
lection fi'om a broad array of possibilities (variable map- 
ping). Second, each instance of a grammatical structure in 
a given language occurs relatively more frequently than 
individual (substantive) lexieal items occur. In this for- 
mulation, syntax has the characteristics of high frequency 
and consistency; that is to say, characteristics of automatic 
or mandatory systems. These characteristics, we propose, 
are responsible for the preservation of syntax in AD. 

One major qualification must be made before pursuing 
this argument further. Syntax is not automatic in some 
absolute sense, but is more automatic than such con- 
trolled processes as lexical selection. Within a general 
domain such as syntax, there is much variation in degree 
of automatieity, probably determined by relative fre- 
quency of forms and combinations. Some sequences are 
virtually unbreakable and frequently used without varia- 
tion, for example, the days of the week, counting, social 
interaction formulas. On the other hand, there is a whole 
range of items that require integration of novel elements: 
Familiar sentence frames require the insertion of novel 
forms (e.g., " I 'd  rather be X-ing"), and all novel sentenees 
require the insertion of lexicaI items into common (e.g., 
subject-verb-object) structures. In short, syntax is not 
completely automatic and does require integration of 
novel information for normal use. 

3Although not addressed in this paper, phonological ability 
was observed to be intact as well. 



If  syntax is largely automatic (in the adult), and auto- 
matic processes are preserved in AD, we can make 
several predictions. We should expect maintenance of 
those aspects of grammatical production that do not re- 
quire integration of novelty. Also, we should see errors in 
those instances that do require the integration of con- 
trolled processing. These predictions appear to be borne 
out. Automatic sequences (e.g., counting, the days of the 
week) are relatively well maintained until the late stages 
of the disease. This is also true for the construction of 
grammatical forms (e.g., surface subject-verb, word, con- 
stituent, and phrase order) in spontaneous speech. How- 
ever, the controlled process of lexical selection (word 
choice) does not fare so well: Empty forms (e.g., "thing," 
"it," "do") render speech meaningless from the early 
stages of tile disease# 

Automaticity has long been used to explain why certain 
skills are maintained in the ease of brain damage. For 
example, Anton Pick (cited in Gardner, 1975) used autom- 
atization to account for exceptions to the rule that earlier 
acquired skills are better maintained in brain damage: 

Occasionally on an accidental basis, the greater automati- 
zation of later acquired functions provides an exception to 
the rule and shows that it is not age itself but rather its 
resultant degree of automatization that determines the 
increased resistance [italics added]. (p. 279) 

According to Gardner (1975), skills developed to a high 
level during early life "may achieve an independent 
autonomous status, so that they can 'run ott" or function 
smoothly even when the brain is otherwise deranged" (p. 
279). 

Although the notion of automaticity has been used to 
explain preservation of function (e.g., Craik, 1985; Jorm, 
1986), to our knowledge, no specific theory of the under- 
lying neurology of overlearned or automatic function has 
been offered. If  automaticity is to be fnlly explanatory of 
the neuropsychological profile of AD, it must eventually 
be translated into neurological terms. 

There are no accepted models that provide a neural 
basis for the dissociations of automatic and controlled 
processes. Nevertheless, one line of research appears 
particularly promising and is outlined here. The pro- 
posed model relies on several aspects of neural organiza- 
tion. The cortex consists of two distinct cytoarchitectural 
dimensions: the horizontal dimension, which is made up 

4An interesting parallel to the preservation of automatic lan- 
guage functions is the preservation of overlearned motor func- 
tions. Fully automatic motor processes, such as speech articula- 
tion, getting out of bed, and walking are preserved until the late 
stages of the disease. It is when new information needs to be 
integrated that deficits appear: Moderate stage AD patients may 
start to cook and forget the stove is on; start the car, shift, 
maneuver out of the garage, and then get lost. Later in the course 
of the disease, although the automatic mechanics of dressing and 
walking are maintained, patients may overdress themselves (e.g., 
put on several shirts) or not be able to find their way around even 
familiar locations. As with syntax, the most frequent and most 
consistent motor patterns are maintained late in the disease, 
while integration of those patterns into novel situations is se- 
verely impaired. 
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of the basal dendrites of the pyramidal cells, and the 
vertical dimension, which is made up of the apical 
dendrites of those same cells. The two systems (horizon- 
tal and vertical) are organized differently: The vertical 
dimension is modularized into vertically oriented col- 
umns, and, within each column, there are bundles that 
include the apical dendrites of the 20 to 30 cells. The 
horizontal circuitry, however, contains no obvious 
subunits and is marked by extensive overlapping. Theo- 
ries of cortical memory (e.g., Anderson, 1977) and hemi- 
spheric asymmetry (e.g., Woodward, 1984) have used this 
distinction to explain various phenomena. For example, 
in Anderson's model, the response characteristics of the 
vertical circuitry are ideally suited for feature detection 
and such related phenomena as categorical perception 
(Anderson, Silverstein, Ritz, & Jones, 1977). The horizon- 
tal circuitry, in contrast, is particularly suited to recogni- 
tion memory, which involves searching over a store of 
memories and requires a large number of simultaneous 
comparisons between new and old memory traces. Auto- 
matic processes, because they deal with overlearned 
material, undoubtedly rely on feature detection and 
might be mediated by the vertical circuitry. Controlled 
processes closely parallel recognition memory since they 
require comparisons across larger sets of data and may fit 
into horizontal cortical schema. 

If  this theory is to account for the data observed in AD, 
then we must posit that either the horizontal substrate is 
particularly vulnerable to the degeneration in AD, or the 
vertical substrate is particularly resiliant. Both view- 
points appear to have some support. The vertical modules 
have been reported to yield high resistance to cell loss in 
general (Roney, Scheibel, & Shaw, 1979; Shaw, Harth, & 
Seheibel, i980), and the progressive degeneration of 
dendrites in AD appears to affect the horizontal dendritic 
branches first and most drastically (Cummings & Benson, 
1983). 

The speculative theory proposed here has at least two 
advantages. First, it accounts for the preservation of the 
syntactic abilities with a single, general construct (auto- 
maticity). Second, it suggests an anatomical basis for the 
types of linguistic degeneration and preservation that are 
observed in AD. Accounting for these patterns will nec- 
essarily move us closer to a neurolinguistic theory in 
which we can state precisely how language structure and 
function correspond to neurological structure and func- 
tion. 
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